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Graph Structured Data is Ubiquitous

Social Network Citation Network E-commerce System



• Motivations
• The high-quality annotations that supervised/semi-supervised GNNs need are often expensive 

and impractical in real-world applications.

• Self-supervised learning (SSL) enables models to learn informative representations by solving 
carefully designed pretext tasks without requiring labeled data. 

• However, existing approaches typically ignore the varying difficulty levels of pretext tasks 
during training and treat all training samples uniformly, resulting in suboptimal performance.

Graph Neural Networks



Model Framework



Theoretical Analysis
• Theoretical Analysis
• We theoretically analyze the convergence guarantee of the proposed method.

Theorem 1 [Convergence Away from Saddle Points] 
For a sufficiently large 𝛾, if the second derivatives of ℒ!!"(𝚾, 𝚨($%&); 𝒘) and 𝑓(𝑺; 𝜆, 𝚨) are continuous, any 
bounded sequence (𝒘 $ , 𝑺($)) generated by the proposed algorithm with random initialization will almost 
surely avoid convergence to any strict saddle point of ℒ()).

Theorem 2 [Convergence to Second-order Stationary Points] 
For a sufficiently large 𝛾, if the second derivatives of ℒ!!"(𝚾, 𝚨($%&); 𝒘) and 𝑓(𝑺; 𝜆, 𝚨) are continuous, and 
both functions satisfy the Kuradyka-Lojasiewicz (KL) property then any bounded sequence (𝒘 $ , 𝑺($))
generated by the proposed algorithm with random initialization will almost surely converge to a second-
order stationary point of ℒ()).



Experimental Results

Our method outperforms both 
contrastive and generative 
self-supervised baselines on 
node classification and link 
prediction tasks.
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Experimental Results

We further show that the proposed model 
initially favors selecting easier edges and 
gradually incorporates harder ones as 
training progresses.
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