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Abstract—Graph neural networks (GNNs) have achieved impressive performance when testing and training graph data come from

identical distribution. However, existing GNNs lack out-of-distribution generalization abilities so that their performance substantially

degrades when there exist distribution shifts between testing and training graph data. To solve this problem, in this work, we propose an

out-of-distribution generalized graph neural network (OOD-GNN) for achieving satisfactory performance on unseen testing graphs that

have different distributions with training graphs. Our proposedOOD-GNN employs a novel nonlinear graph representation

decorrelation method utilizing random Fourier features, which encourages the model to eliminate the statistical dependence between

relevant and irrelevant graph representations through iteratively optimizing the sample graph weights and graph encoder. We further

present a global weight estimator to learn weights for training graphs such that variables in graph representations are forced to be

independent. The learned weights help the graph encoder to get rid of spurious correlations and, in turn, concentrate more on the true

connection between learned discriminative graph representations and their ground-truth labels. We conduct extensive experiments to

validate the out-of-distribution generalization abilities on two synthetic and 12 real-world datasets with distribution shifts. The results

demonstrate that our proposed OOD-GNN significantly outperforms state-of-the-art baselines.

Index Terms—Graph representation learning, graph neural networks, out-of-distribution generalization

Ç

1 INTRODUCTION

GRAPH structured data is ubiquitous in the real world, e.g.,
biology networks [1], social networks [2], molecular

graphs [3], knowledge graphs [4], etc. Recently, deep learn-
ing models on graphs, especially graph neural networks
(GNNs) [5], [6], [7], have increasingly emerged as prominent
approaches for representation learning of graphs [8]. Signifi-
cant methodological advances have beenmade in the field of
GNNs, which have achieved promising performance in a
wide variety of applications [9], [10], [11], [12].

Despite their enormous success, the existing GNN
approaches for graph representation learning generally
assume that the testing and training graph data are inde-
pendently sampled from the identical distribution, i.e., the
I.I.D. assumption. In many real-world scenarios, however, it
is difficult to guarantee this assumption to be valid. In par-
ticular, the testing distribution may suffer unobserved or
uncontrolled shifts compared with the training distribution.
For example, in the field of drug discovery, the prediction
of biochemical properties of molecules is commonly trained

on limited available experimental data, but the model needs
to be tested on an extraordinarily diverse and combinatori-
ally large universe of candidate molecules [13], [14]. The
model performance of existing methods can be substantially
degraded under distribution shifts due to the lack of out-of-
distribution (OOD) generalization ability in realistic data
splits [3], [15]. Therefore, it is of paramount importance to
learn GNNs capable of out-of-distribution generalization
and achieve relatively stable performances under distribu-
tion shifts, especially for some high-stake applications, e.g.,
medical diagnosis [16], criminal justice [17], financial analy-
sis [18], and molecular prediction [3], etc.

Some pioneering works [19], [20], [21] focus on the size
generalization problem by testing on larger graphs than the
training graphs. Besides size generalization, the capability
of out-of-distribution generalization for GNNs is not
explored until recently [22]. In out-of-distribution scenarios,
when there exist complex heterogeneous distribution shifts,
the performance of current GNN models can degrade sub-
stantially, which is mainly induced by the spurious correla-
tions. The spurious correlations intrinsically come from the
subtle correlations between irrelevant representations and
relevant representations [23], [24]. For example, in the field
of drug discovery (see Fig. 1c), the GNN models trained on
molecules with one group of scaffolds (two-dimensional
structural frameworks of molecules) may learn the spurious
correlations between the scaffolds and labels (i.e., whether
some drug can inhibit HIV replication) [3], [15]. When
tested on molecules with different scaffolds (out-of-distribu-
tion testing molecules), the existing GNNmodels may make
incorrect predictions based on the spurious correlations.

In this paper, we propose to learn decorrelated graph
representations through sample reweighting [25], [26] to
eliminate the dependence between irrelevant and relevant
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representations, which is one of the major causes of degrad-
ing model performance under distribution shifts. However,
learning decorrelated graph representations to improve
out-of-distribution generalization for GNNs is fundamen-
tally different from traditional methods and thus remains
largely unexplored and challenging. Specifically, it poses
the following challenges.

� GNNs fuse heterogeneous information from node
features and graph structures such that the complex
and unobserved non-linear dependencies among
representations are much more difficult to be mea-
sured and eliminated than the linear cases for decor-
relation of non-graph data.

� Although sample reweighting is effective on small
datasets, for real-world large-scale graphs, it is ineffi-
cient or even infeasible to consistently learn a global
weight for each graph in the dataset due to the high
computational complexity and excessive storage
consumption.

To tackle these challenges, we propose a novel out-of-dis-
tribution generalized graph neural network (OOD-GNN)
capable of handling graph distribution shifts in complex
and heterogeneous situations. In particular, we first propose
to eliminate the statistical dependence between relevant and
irrelevant graph representations of the graph encoder by a
novel nonlinear graph representation decorrelation method
utilizing random Fourier features [28], [29], [30], which
scales linearly with the sample size and can get rid of unex-
pected spurious correlations. Next, to reduce computational
complexity, we present a scalable global-local weight esti-
mator to learn the sample weight for each graph. The local
weights for a mini-batch of graphs and global weights for
the entire graphs are optimized jointly to effectively main-
tain the consistency of weights over the whole graph

dataset [29], [31], [32]. Finally, the parameters of the graph
encoder and sample weights for graph representation
decorrelation are optimized iteratively to learn discriminant
graph representations for predictions.

We conduct extensive experiments on both synthetic
graph datasets and well-known real-world graph bench-
marks. The experimental results demonstrate that the repre-
sentations learned from OOD-GNN can achieve substantial
performance gains on the graph prediction tasks, including
graph classification and regression, under distribution
shifts.

The contributions of this paper are summarized as
follows:

� We propose a novel out-of-distribution generalized
graph neural network (OOD-GNN) capable of learn-
ing out-of-distribution (OOD) generalized graph
representation under complex distribution shifts.

� We propose a nonlinear graph representation decor-
relation method based on random Fourier features
and sample reweighting. The decorrelated graph
representations can substantially improve the out-of-
distribution generalization ability in various OOD
graph prediction benchmarks.

� We present a scalable global-local weight estimator
to learn graph weights for the whole dataset consis-
tently and efficiently. Extensive empirical results
show that OOD-GNN greatly outperforms baselines
on various graph prediction benchmarks under dis-
tribution shifts.

We review related works in Section 2. In Section 3, we
describe the problem formulation and the details of our pro-
posed OOD-GNN. Section 4 presents the experimental
results including quantitative comparisons on both syn-
thetic and real-world datasets, ablation studies, complexity

Fig. 1. Examples of out-of-distribution testing graphs under complex distribution shifts. Fig. 1a denotes the models are trained on small graphs but
tested on larger graphs. Fig. 1b denotes the models trained with clean node features but tested with noisy features. Fig. 1c represents a more realis-
tic and challenging case, i.e., distribution shifts exist on both graph structures and node features.

LI ETAL.: OOD-GNN: OUT-OF-DISTRIBUTION GENERALIZED GRAPH NEURAL NETWORK 7329

Authorized licensed use limited to: Tsinghua University. Downloaded on September 17,2023 at 06:38:15 UTC from IEEE Xplore.  Restrictions apply. 



analysis, hyper-parameter sensitivity, etc. Finally, we con-
clude our work in Section 5.

2 RELATED WORKS

Graph Neural Network. GNNs [5], [6], [7] have been attracting
considerable attention in recent years because of their nota-
ble success in representing graph-structure data. They gen-
erally utilize a message-passing paradigm, which combines
node features and graph topology to update node embed-
dings. To obtain the representation of the entire graph,
graph pooling [7], [33], [34] is adopted to summarize node
embeddings. Many GNNs and their variants [35], [36], [37],
[38] have been proposed, achieving state-of-the-art perfor-
mance on various graph tasks, including node classifica-
tion [5], link prediction [39], and graph classification [7],
[40]. Despite their successes, the performance of GNNs
drops substantially when there are distribution shifts
between training and testing graphs [3], [15], [27], [41]. The
existing works largely ignore the out-of-distribution gener-
alization ability of GNNs, which is crucial to realistic appli-
cations deployed in the wild.

Size Generalization of GNNs. The main goal of size gener-
alization is to make GNNs work well on testing graphs
whose size distribution is different from that of training
graphs [19], [20], [21], [42], [43], [44]. In these works, GNNs
are usually trained on relatively small graphs and then gen-
eralize to larger graphs (or vice versa) with the help of atten-
tion mechanisms [19], self-supervised learning [20], causal
modeling [21], etc. However, most existing methods only
test on graphs of different sizes and ignore more realistic
and challenging settings where the distribution shifts
emerge in the graph topologies and node features.

The Expressiveness of GNNs. The Weisfeiler-Lehman
graph isomorphism test is most commonly used to measure
the expressiveness power of GNNs [7], [36]. Assuming
appropriate optimization, a more expressive GNN can
achieve smaller error on the training data [45]. Some
works [46], [47] study the generalization capability of
GNNs over the training distribution with deriving generali-
zation bounds. These works are orthogonal to out-of-distri-
bution generalization, including unseen graph topological
structures and features studied in this paper. The findings
in [22] show that encoding task-specific non-linearities in
the GNN architecture or features can improve the out-of-
distribution generalization. However, it is largely unknown
in practice that how to enhance the generalization ability of
GNNs when there are distribution shifts between training
and testing graphs.

Representation Decorrelation. The spurious correlation
between the irrelevant (non-critical) representations and
labels is recognized as one major cause of model degrada-
tion under distribution shifts [48], [49], [50], [51]. Some pio-
neering works adopt regularizers to penalize high
correlation explicitly [48], [52], [53]. However, these meth-
ods could introduce a substantial computational overhead,
yield marginal improvements, or require extra supervision
to control the strength of the penalty. There are also some
works learning decorrelated representations with sample
reweighting [26], [54], [55], [56], which is shown effective in
improving the generalization ability theoretically (e.g.,

SRDO [54]) and empirically (e.g., DWR [55]). However,
most of these methods are proposed under linear settings.
In contrast, GNNs fuse heterogeneous information from
node features and graph topological structures so that there
exist complex and unobserved non-linear dependencies
among representations. The linear sample reweighting
methods can not be applied to eliminate non-linear depen-
dencies for the decorrelation of graph data. The effective-
ness of non-linear decorrelation methods (e.g, ReBias [57],
StableNet [29]) is validated on images recently. However,
non-linear decorrelation on graphs remains largely
unexplored.

3 METHOD

3.1 Notations and Problem Formulation

Let Gtr ¼ fGngN
tr

n¼1 and Gte ¼ fGngN
te

n¼1 be the training and
testing graph dataset, which are under distribution shifts,
i.e., PðGtrÞ 6¼ PðGteÞ.Gte is unobserved in the training stage.
A graph encoder F : G ! Z is a mapping from the input
graph space G to a d-dimensional representation space Z. In
this work, we consider F as GNNs.R : Z ! Y is a classifier,
mapping the representation space Z to the label space Y.
G;Z;Y denote sets of random variables in G;Z;Y, respec-
tively. Denote graph representations for Gtr as Z � RNtr�d.
Zn� denotes the representation of the nth graph and Z�i is
the random variable corresponding to the ith dimension of

Z. Graph weights are W ¼ fwngN
tr

n¼1, where wn is the weight
for the nth graph Gn in Gtr and we constrain

PNtr

n¼1 wn ¼
Ntr. By jointly optimizing the graph encoder F, classifier R,
and graph weights W, we aim to eliminate the statistical
dependence of all dimensions in representation Z such that
the predictor R �F : G ! Y can achieve satisfactory gener-
alization performance when testing on out-of-distribution
graphs PðGteÞ. The key notations are summarized in Table 1.
The formal definition of graph-level OOD generalization is
as follows:

Definition 3.1 (Graph OOD Generalization). Given the
training set Gtr, the goal is to learn an optimal graph predictor
R �F : G ! Y that can achieve the best generalization on the
test graph data Gte under unknown distribution shifts, i.e.,
PðGtrÞ 6¼ PðGteÞ.
Note that we expect to generalize the learned graph pre-

dictor on the OOD testing graphs instead of overfitting the

TABLE 1
Notations

Notation Description

Gtr;Gte The training and testing graph dataset
Ntr;Nte The number of graphs inGtr andGte

G;Y The graph space and label space
Z The representation space
G;Y The random variable of graph and label
Z The random variable of representation
F The graph encoder from G to Z
R The classifier from Z to Y
Gn A graph instance
W The graph weight vector
wn The weight for the graph Gn
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training graphs, which can largely benefit the deployment
of the graph predictor in the wild. The framework of our
proposed method is shown in Fig. 2.

3.2 Statistical Independence With Graph
Reweighting

In this subsection, we describe the nonlinear graph repre-
sentation decorrelation method to eliminate the statistical
dependence of graph representations based on graph
reweighting. Please refer to Appendix A, which can be
found on the Computer Society Digital Library at http://
doi.ieeecomputersociety.org/10.1109/TKDE.2022.3193725,
for the background knowledge on the relationship of out-of-
distribution (OOD) generalization and statistical indepen-
dence, including the reason why the statistical dependence
of graph representations should be eliminated for achieving
OOD generalization.

The correlation between relevant and irrelevant parts in
representations is recognized as the main performance
obstacle when PðGtrÞ 6¼ PðGteÞ, i.e., OOD testing data [26],
[58]. The relevant parts in representations denote the truly
discriminant information to predict ground-truth labels,
which are invariant under distribution shifts, e.g., the pre-
dictive functional groups of molecules. On the other hand,
the irrelevant parts include non-informative features that
could change across different domains, e.g., scaffold struc-
ture in predicting molecule functions. GNNs fuse available
information from node features and graph topologies into a
unified low-dimensional representation for each graph. So
it is difficult or even infeasible to distinguish which
dimensionality in the representation denotes relevant and
irrelevant parts without extra supervision, which is unavail-
able and expensive to collect. Therefore, we propose to
encourage the graph encoder to eliminate the statistical
dependence of all dimensions in the graph representation.
Note that we assume encouraging independence of all
dimensions can benefit the OOD generalization and empiri-
cally observe this assumption is valid on the datasets and
tasks in this work. Formally, we expect

Z�i ?? Z�j; 8i; j 2 ½1; d�; i 6¼ j: (1)

For measuring the independence between continuous
random variables Z�i and Z�j in d-dimensional graph repre-
sentation space Z, it is inapplicable to resort to histogram-
based measures unless d is small enough. So we introduce
Hilbert-Schmidt Independence Criterion (HSIC) that can
avoid the intractable explicit estimation of the joint distribu-
tion of the random variables and shows the strong empirical

performance [59]. Specifically, consider a measurable, posi-
tive definite kernel kZ�i on the domain of random variable
Z�i. Denote the corresponding Reproducing Kernel Hilbert
Spaces (RKHS) byHZ�i . HSIC is defined as HSICðZ�i;Z�jÞ :¼
kCZ�i;Z�jk2HS, where CZ�i;Z�j is the cross-covariance operator
in the RKHS of kZ�i and kZ�j . The independence can be
determined as follows [60].

Proposition 1. Assume E½kZ�iðZ�i;Z�iÞ� < 1 and
E½kZ�jðZ�j;Z�jÞ� < 1, and kZ�ikZ�j is a characteristic kernel,
then

HSICðZ�i;Z�jÞ ¼ 0, Z�i ?? Z�j: (2)

In practice, the finite-sample estimate of HSIC has been
widely used [59]. However, it is infeasible to be utilized for
training the graph encoder F on large-scale datasets (e.g.,
the OGBG-MOLHIV dataset in our experiments contains
41,127 graphs). The bottleneck lies in that the computational
cost of HSIC grows as the batch size of training data
increases. We therefore consider the squared Frobenius
norm k bCZ�i;Z�jk2F, an analogue corresponding to the HSIC in
euclidean space1 [29], [57], where bCZ�i;Z�j is the partial cross-
covariance matrix defined as

bCZ�i;Z�j ¼
1

Ntr � 1

XNtr

n¼1
fðZniÞ � 1

Ntr

XNtr

m¼1
fðZmiÞ

 !>24
	 gðZnjÞ � 1

Ntr

XNtr

m¼1
gðZmjÞ

 !#
; (3)

where Zni and Znj denote the value of random variables Z�i
and Z�j given the input graph Gn. fð	Þ and gð	Þ denote the
random Fourier features concatenated from the Q selected
functions from the random Fourier features function space

fðZ�iÞ :¼ ðf1ðZ�iÞ; f2ðZ�iÞ; . . . ; fQðZ�iÞÞ;
gðZ�jÞ :¼ ðg1ðZ�jÞ; g2ðZ�jÞ; . . . ; gQðZ�jÞÞ; (4)

with fqðZ�iÞ; gqðZ�jÞ 2 HRFF; 8q 2 ½1; Q�:HRFF ¼ fh : x!ffiffiffi
2
p

cosðwxþ fÞjw 
 Nð0; 1Þ;f 
 Uniformð0; 2pÞg denotes the
random Fourier features function space. The Eq. (4) means
that we select Q functions from HRFF and concatenate their
outputs for the calculation of the partial cross-covariance
matrix bCZ�i;Z�j defined in Eq. (3). In a nutshell, we employ
random Fourier feature (RFF) because it is an effective tech-
nique to approximate kernel-based independence test accu-
rately and efficiently [29], [30], [61]. Note that as Q grows,
the accuracy of independence judgement increases. And
Q ¼ 5 is solid enough to measure the independence of ran-
dom variables in practice [29], [61].

Using the independence criterion above, we elaborate on
graph reweighting which encourages the independence of
the variables in graph representation. Define the graph
weights W ¼ fwngN

tr

n¼1 where wn 2 R is the learnable weight
for the nth graph Gn in the training set. The graph weights
can be directly utilized into Eq. (3), so the partial cross-
covariance matrix can be calculated as

Fig. 2. The framework of the proposed method.

1. In a finite-dimensional euclidean space, the Hilbert–Schmidt
norm k 	 kHS is identical to the Frobenius norm.
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bCW
Z�i;Z�j ¼

1

Ntr � 1

XNtr

n¼1
wnfðZniÞ � 1

Ntr

XNtr

m¼1
wmfðZmiÞ

 !>24
	 wngðZnjÞ � 1

Ntr

XNtr

m¼1
wmgðZmjÞ

 !#
:

(5)

The learnable graph weight W participates in the optimiza-
tion process to eliminate the dependence between represen-
tations to the greatest possible extent by minimizing the
squared Frobenius norm of the partial cross-covariance
matrix k bCW

Z�i;Z�jk
2
F in Eq. (5).

For the optimization, we iteratively optimize the graph
weightsW, graph encoder F, and classifierR

F�;R� ¼ argmin
F;R

XNtr

n¼1
wn‘ R �F Gnð Þ;Ynð Þ; (6)

W� ¼ argmin
W

X
1�i < j�d

k bCW
Z�i;Z�jk

2
F; (7)

where ‘ denotes the cross-entropy loss for graph classifica-
tion tasks or mean squared error loss for graph regression
tasks. The optimization of graph weights W in Eq. (7)
encourages the graph encoder to generate the graph repre-
sentations Z ¼ FðGÞ, where each dimension keeps indepen-
dent with others and thus eliminates the spurious
correlations. The optimization of graph encoder F and clas-
sifier R in Eq. (6) based on the weighted graph datasets will
lead to good performance on the specific prediction tasks.

3.3 Global-Local Graph Weight Estimator

Note that directly optimizing Eqs. (6) and (7) requires allNtr

graph weights W and representations Z to calculate accu-
rately bCW

Z�i;Z�j . Therefore, we need to load the entire dataset
simultaneously for optimization, which is infeasible on
large-scale datasets due to the high computational cost and
excessive storage consumption. A straightforward alterna-
tive is to learn only graph representations and correspond-
ing weights over a mini-batch of data. However, the
consistency of the weights cannot be maintained since dif-
ferent mini-batches do not share information. Therefore, the
dependence between different graph representation dimen-
sions is hard to eliminate over the whole training dataset.

To tackle this problem, we present a novel scalable
global-local weight estimator to achieve the balance of opti-
mization efficiency and weight consistency, inspired
by [29], [31], [32]. In essence, the motivation of adopting
global weights is to save the global information over the
whole dataset with constant size memory and keep the con-
sistency of the learnable weights of all mini-batches. And
we use the local weights to encourage the independence of
different dimensions of the graph representations over a
mini-batch. Next, we elaborate on the detailed designs of
global and local weights, as well as their interactions.

Global Weights.WemaintainK groups of global represen-
tations ZðgÞ ¼ ½Zðg1Þ; . . . ;ZðgK Þ� and the corresponding global
weights WðgÞ ¼ ½Wðg1Þ; . . . ;WðgK Þ�, where K is a hyper-
parameter denoting the number of groups and the size of
each group equals to the mini-batch, i.e., ZðgkÞ 2 RjBj�d and

WðgkÞ 2 RjBj. ZðgkÞ is initialized to an all-zero matrix and
WðgkÞ is uniformly initialized to an all-one vector 1jBj. They
serve as the memory of the encoded graph representations
and the corresponding weights from historical mini-batches
during the training stage. Since these global representations
and weights are shared across different mini-matches, they
maintain a global summarization of the whole training data-
set. The size of global weights only depends on the mini-
batch size, which is a hyper-parameter and independent of
the training dataset size.

Local Weights. For each mini-batch B of the input graphs
fGngjBjn¼1, we first calculate their graph representations ZðlÞ ¼
fZðlÞn�gjBjn¼1, ZðlÞn� ¼ FðGnÞ and uniformly initialize the local
graph weights to an all-one vector 1jBj, i.e., WðlÞ ¼
ð1; 1; . . . ; 1Þ. Then, the local graph representations ZðlÞ and
weights WðlÞ are concatenated with the K groups of global
graph representations ZðgÞ and weights WðgÞ for optimiza-
tion. We denote

bZ ¼ Zðg1Þ; . . . ;ZðgK Þ k ZðlÞ
h i

2 RðKþ1ÞjBj�d;

cW ¼ Wðg1Þ; . . . ;WðgK Þ kWðlÞ
h i

2 RðKþ1ÞjBj; (8)

where ½	 k 	� is concatenation. Then, we calculate the
weighted partial cross-covariance matrix in Eq. (5) usingbZ;cW and optimize the objective function. Using this estima-

tor, the computational cost for each mini-batch is OððK þ
1ÞjBjÞ, as opposed to OðNtrÞ in directly optimizing Eqs. (6)

and (7).
Weights Update. At the end of each training iteration, we

adopt a momentum update to dynamically update the
global representations ZðgÞ and weights WðgÞ by the opti-
mized local ZðlÞ andWðlÞ

ZðgkÞ  gkZ
ðgkÞ þ ð1� gkÞZðlÞ;

WðgkÞ  gkW
ðgkÞ þ ð1� gkÞWðlÞ: (9)

Eq. (9) shows the interaction of global and local representations
and weights. Here gk 2 ½0; 1Þ is a momentum coefficient for
each group of global representations ZðgkÞ and weights WðgkÞ.
The global ZðgkÞ andWðgkÞ with a large gk serve as a long-term
memory for global information over the whole training data-
set, while those with a small gk serve as a short-termmemory.
Finally the global weights can be progressively updated and
ensure the consistency of thewhole graph dataset.

3.4 Training Procedure

The training procedure of our proposed OOD-GNN is
shown in Algorithm 1.

At the training stage, we iteratively optimize the graph
weights W, graph encoder F, and classifier R. Specifically,
as shown in Algorithm 1, we first perform forward propaga-
tion for each sampled minibatch B to obtain the local graph
representations ZðlÞ ¼ fZðlÞn�gjBjn¼1, Z

ðlÞ
n� ¼ FðGnÞ (line 3 in Algo-

rithm 1) and uniformly initialize the local graph weights
WðlÞ ¼ ð1; 1; . . . ; 1Þ (line 4). To maintain consistency of the
weights and improve efficiency, we concatenate the global
representations and weights with local representations and
weights to obtain bZ and cW (line 5). After that, we calculate

the partial cross-covariance matrix bCbWbZ�i;bZ�j and optimize the
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graph weights by minimizing the following objective func-
tion (line 7):

WðlÞ� ¼ argmin
WðlÞ

X
1�i< j�d

k bCbWbZ�i;bZ�jk2F; (10)

Next, we optimize the graph encoder F and classifier R by
performing back propagation with weighted prediction loss
(line 9)

F�;R� ¼ argmin
F;R

XjBj
n¼1

wn‘ R �F Gnð Þ;Ynð Þ; (11)

where wn ¼WðlÞ�
n is the optimized weight for the n-th graph

in the minibatch B. At the end of each iteration, the global
representations and weights are updated by the optimized
local graph representations and local graphweights (line 10).

Algorithm 1. The Training Procedure ofOOD-GNN

Input: A graph datasetG ¼ fGngNn¼1
Output: Learned graph encoder F� and classifierR�
1: for e 1 to Epoch do
2: for sampled minibatch B ¼ fGngjBjn¼1 do
3: Calculate ZðlÞ ¼ fZðlÞn�gjBjn¼1, Z

ðlÞ
n� ¼ FðGnÞ

4: InitializeWðlÞ ¼ ð1; 1; . . . ; 1Þ
5: Concatenate global and local representations/weights as

Eq. (8)
6: for e0  1 to Epoch_Reweight do
7: Optimize the graph weights by minimizing Eq. (7)
8: end for
9: Back propagate with weighted prediction loss as Eq. (6)
10: Update global representations and weights as Eq. (9)
11: end for
12: end for

At the testing stage, we directly adopt the optimized
graph encoder F� and classifier R� to learn graph represen-
tations and conduct predictions.

4 EXPERIMENTS

In this section, we empirically evaluate the effectiveness of
the proposed OOD-GNN on both synthetic and real-world
datasets and conduct ablation studies. More experimental
results (including hyper-parameter sensitivity, training
dynamic, weight distribution, time complexity, etc.) are also
present and analyzed in detail.

4.1 Experimental Setup

4.1.1 Baselines

We compare our OOD-GNN with several representative
state-of-the-art methods:

� GCN [5]: It is one of the most famous GNNs, follow-
ing a recursive neighborhood aggregation (or mes-
sage passing) scheme.

� GIN [7]: It is shown to be one of the most expressive
GNNs in representation learning of graphs.

� GCN-virtual and GIN-virtual [15]: We also consider
the variants of GCN and GIN augmented with vir-
tual node, i.e., adding a node that is connected to all
the nodes in the original graphs.

� FactorGCN [62]: It decomposes the input graph into
several interpretable factor graphs for graph-level
disentangled representations, which is a state-of-the-
art disentangled GNNmodel for graph classification.

� GGIN [21]: It adopts a causal model to learn size-
invariant graph representations that can extrapolate
to unseen test graphs with different graph sizes.

� PNA [63]: It takes multiple neighborhood aggrega-
tion schemes into account and generalizes several
GNN models with different neighborhood aggrega-
tion schemes.

� TopKPool [64]: It propagates only part of the input
and this part is not uniformly sampled from the
input. It can thus select some local parts of the input
graph and ignore the rest to summarize the graph
representation.

� SAGPool [33]: It is a graph pooling method based on
self-attention mechanism, which can be used to cal-
culate attention scores and retain important nodes
for graph-level representation.

4.1.2 Datasets

To cover more realistic and challenging cases of graph dis-
tribution shifts, we compare our method and baselines on
both synthetic and real-world datasets:

� Synthetic Datasets.
We use two synthetic datasets to evaluate the

effectiveness of our proposed method, and examples
of these datasets are shown in Figs. 1a and 1b.

(1) TRIANGLES. Counting the number of triangles
in a graph is a common task that can be solved analyt-
ically but is challenging for GNNs. We first generate
4,000 random graphs using Erdo��s-R�enyi model [65],
i.e., ER(#Node, #Edge), where each graph has #Node
nodes and the number of edges #Edge is randomly
selected from [#Node, 2�#Node]. We train on graphs
containing 4 to 25 nodes, and test on graphs with 4 to
100 nodes. The node features are set as one-hot
degrees. The dataset is split into 3,000/500/500
graphs used as training/validation/testing sets. The
task is to predict the number of triangles in each
graph. The number of classes is 10 (i.e., each graph
has 1 to 10 triangles). Based on this setting, there exist
distribution shifts with regard to graph sizes between
training and testing data.

(2) MNIST-75SP. Each graph in MNIST-75SP is
converted from an image in MNIST [66] using super-
pixels [67]. We randomly sample 7,000 images of
MNIST and extract no more than 75 superpixels for
each image to generate the graph. The node features
are set as the super-pixel coordinates and intensity.
There are 6,000 graphs used for training (of which the
holdout 10% graphs for validation) and 1,000 graphs
used for testing. The task is to classify each graph into
the corresponding handwritten digit labeled from 0
to 9. To simulate distribution shifts with respect to
graph features, we follow [19] and generate two test-
ing graph datasets. For the first testing set, Test
(noise), we add Gaussian noise, drawn from
Nð0; 0:4Þ, to node features. For the second testing set,
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Test(color), we colorize images by adding two more
channels and add independent Gaussian noise,
drawn from Nð0; 0:4Þ, to each channel. The graph
structures (adjacency matrices) are not changed for
testing graphs.

� Real-world Datasets.
(1) Molecule and Social Datasets. We consider three

commonly used graph classification benchmarks:
COLLAB [68], PROTEINS [69], andD&D [70]. Follow-
ing [19], these datasets are split based on the size of
each graph.D&D200200 andD&D300300 denote the two data-
sets whose maximum graph size in the training set is
200 and 300, respectively. All the methods are trained
on smaller graphs and tested on unseen larger
graphs. Specifically,COLLAB is derived from 3 public
collaboration datasets, i.e., High Energy Physics,
Condensed Matter Physics, and Astro Physics. We
train on graphswith 32 to 35 nodes and test on graphs
with 32 to 492 nodes. PROTEINS is a protein dataset.
We train on graphs with 4 to 25 nodes and test on
graphs with 6 to 620 nodes.D&D is also a dataset that
consists of proteins. We consider two types of split-
ting methods, termed D&D200200 and D&D300300. For
D&D200200, we train on graphs with 30 to 200 nodes and
test on graphs with 201 to 5,748 nodes. For D&D300300,
we train on 500 graphs with 30 to 300 nodes and test
on other graphswith 30 to 5,748 nodes.

(2) Open Graph Benchmark (OGB) [15]. We consider
9 graph property prediction datasets from a

benchmark of distribution shifts OGBG-MOL� in
Open Graph Benchmark (OGB), i.e., TOX21, BACE,
BBBP, CLINTOX, SIDER, TOXCAST, HIV, ESOL,
FREESOLV. The task is to predict the targetmolecular
properties as accurately as possible. We adopt the
default scaffold splitting procedure, namely splitting
the graphs based on their two-dimensional structural
frameworks. The scaffolds denote the basis structures
ofmolecules,which are the frequently occurring com-
mon subgraphs in the datasets. Although such
subgraphs do not provide the truly discriminant
information to predict ground-truth labels, they may
form the spurious correlations with labels. Therefore,
this scaffold splitting strategy separate structurally
different molecules into different subsets, which pro-
vides amore realistic and challenging scenario of out-
of-distribution generalization. Fig. 1c shows some
examples of the dataset. The statistics of the datasets
are provided in Table 2.

4.1.3 Implementation Details

The number of epochs (i.e., Epoch in Algorithm 1) is set to
100. The batch size is chosen from {64, 128, 256}. The learn-
ing rate is chosen from {0.0001, 0.001, 0.005}. The number of
epochs of learning graph weights (i.e., Epoch_Reweight in
Algorithm 1) is set to 20. The dimensionality of the repre-
sentations and hidden layers d is chosen from {128, 300} for
OGB, and {64, 256} for other datasets. While our method is

TABLE 2
The Statistics of the Datasets

Category Name #Graphs Average
#Nodes

Average
#Edges

#Tasks Task Type Split
Method

Metric

Synthetic TRIANGLES 4,000 15.6 48.9 1 Regression Size Accuracy
MNIST-75SP 7,000 66.8 600.2 1 Multi-

class.
Feature Accuracy

Molecule and social datasets COLLAB 5,000 74.5 2457.8 1 Multi-
class.

Size Accuracy

PROTEINS 1,113 39.1 72.8 1 Binary
class.

Size Accuracy

D&D 1,178 284.3 715.7 1 Binary
class.

Size Accuracy

Open Graph Benchmark OGBG-
MOL*

TOX21 7,831 18.6 19.3 12 Binary
class.

Scaffold ROC-
AUC

BACE 1,513 34.1 36.9 1 Binary
class.

Scaffold ROC-
AUC

BBBP 2,039 24.1 26.0 1 Binary
class.

Scaffold ROC-
AUC

CLINTOX 1,477 26.2 27.9 2 Binary
class.

Scaffold ROC-
AUC

SIDER 1,427 33.6 35.4 27 Binary
class.

Scaffold ROC-
AUC

TOXCAST 8,576 18.8 19.3 12 Binary
class.

Scaffold ROC-
AUC

HIV 41,127 25.5 27.5 1 Binary
class.

Scaffold ROC-
AUC

ESOL 1,128 13.3 13.7 1 Regression Scaffold RMSE
FREESOLV 642 8.7 8.4 1 Regression Scaffold RMSE

#Graphs is the number of graphs in the dataset. Average #Nodes/#Edges are the average number of nodes and edges in a graph of the dataset, respectively. #Tasks
denotes the dimensionality of output required for prediction. Task type includes binary classification, multi-classification, and regression. The various split meth-
ods for training/validation/testing dataset cover complex and realistic distribution shifts.
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general and compatible with most representative GNNs, we
focus on using GIN [7] as the graph encoder in our experi-
ments, since it is shown to be one of the most expressive
GNNs in graph classification, and the number of layers is
chosen from [2, 6]. We set Q ¼ 1 to sample random Fourier
features. The ‘2-norm is adopted on the weights to prevent
degenerated solutions. The number of groups of global rep-
resentations and weights K ¼ 1 with the momentum coeffi-
cient g ¼ 0:9 in the updating step. The classifier R : Z ! Y
is realized by a two-layer MLP. Note that for OGB datasets,
we adopt the default validation set provided by the bench-
mark for fair comparisons, and use the holdout validation
set from training set for the other datasets. Specifically, we
hold out 10% training data as validation set for COLLAB,
PROTEINS, and D&D. The holdout validation set follows
the same distribution as the training set. We report the
mean values with standard deviations of 10 repeated
experiments.

4.2 Results on Synthetic Graphs

The results on TRIANGLES and MNIST-75SP are reported
in Table 3. On TRIANGLES, there exist distribution shifts
on the graph sizes. OOD-GNN consistently achieves the
best testing performance compared with other baselines on
the out-of-distribution testing graphs, demonstrating the
OOD generalization capability of our method. The accuracy
of a strong baseline PNA on training graphs is impressive
but drops significantly on the OOD testing graphs. Fac-
torGCN, as a disentangled graph representation learning
method, decomposes the input graph into several indepen-
dent factor graphs so that it may change the semantic impli-
cation of representations into these implicit factors and
affect the performance. In contrast, OOD-GNN learns
graph weights so that the semantic of the graph representa-
tions will not be affected, leading to better generalization
ability.

On MNIST-75SP, there exist distribution shifts on graph
features, i.e., graphs in the testing datasets have larger
noises. OOD-GNN achieves the best performance consis-
tently compared with other methods. For this dataset, each

graph consists of super-pixel nodes and edges that are
formed based on the spatial distance between super-pixel
centers. Therefore, the graph topological structures are rel-
atively more discriminative than node features in making
predictions. Traditional GNNs fuse heterogeneous infor-
mation from both graph topological structures and features
into unified graph representations, so these baselines may
learn the spurious correlations, leading to poor generaliza-
tion performance. Our method performs well on OOD test-
ing graphs. One plausible reason is that when complex
non-linear dependencies between graph structures and fea-
tures are eliminated, our method is more likely to learn the
true connections between relevant representations (i.e.,
informative graph topological structures) and labels, and
conduct inference according to them only, thus generalize
better.

4.3 Results on Real-World Graphs

On real-world molecule and social datasets (i.e., COLLAB,
PROTEINS, and D&D), the training and testing graphs are
split by graph sizes, i.e., our method and baselines are
trained on small graphs and tested on larger graphs. The
results are presented in Table 4. OOD-GNN consistently
yields the best testing performance on all the datasets. In
particular, OOD-GNN improves over the strongest base-
lines by 2.2% and 1.7% in PROTEINS25 and D&D300 respec-
tively. Our model achieves the best OOD generalization
performance under size distribution shifts by encouraging
independence between relevant and irrelevant representa-
tions. The results of baselines degrade due to the spurious
correlations between irrelevant representations and labels.
For example, each graph in the COLLAB dataset corre-
sponds to an ego-network of different researchers from one
field, and the label denotes the corresponding research field.
The truly predictive representations are from the graph
topological structures. If the GNNmodels tend to learn spu-
rious correlations between graph sizes and labels but not
focus more on the truly predictive graph structures, they

TABLE 3
Graph Classification Accuracy (%) on Training and

Testing Sets of Two Synthetic Datasets

TRIANGLES MNIST-75SP

Train Test(large) Train Test(noise)Test(color)

GCN 28.3�0.6 21.3�1.9 51.7�1.0 26.5�1.4 27.0�1.3
GCN-virtual32.4�0.6 17.0�1.8 55.1�2.3 26.0�1.5 26.1�1.8
GIN 34.7�0.7 22.2�1.9 67.6�0.8 27.9�2.5 34.3�4.4
GIN-virtual 34.2�0.6 17.6�1.7 66.7�0.9 25.7�2.9 33.4�1.2
FactorGCN 10.6�1.6 4.2�0.9 46.7�1.2 19.7�1.4 24.8�1.3
GGIN 23.5�3.4 18.0�2.0 47.5�1.3 23.7�1.4 28.3�1.8
PNA 43.7�3.6 16.8�2.4 83.0�0.9 22.8�7.3 29.2�6.3
TopKPool 28.3�0.3 22.0�0.2 61.0�3.7 17.0�1.0 16.9�1.5
SAGPool 26.7�1.0 23.7�0.7 60.2�1.3 19.6�3.4 20.1�3.7
OOD-GNN 29.9�0.7 25.1�0.8 63.2�1.1 31.5�0.9 38.5�1.5
Test(large) denotes larger graph sizes in testing set and Test(noise)/Test(color)
represent adding Gaussian noises/color noises respectively. In each column,
the boldfaced score denotes the best result and the underlined score represents
the second-best result. � denotes standard deviation.

TABLE 4
Graph Classification Accuracy (%) on the testing set

of OOD-GNN and Baselines

COLLAB3535 PROTEINS2525 D&D200200 D&D300300

# Train/Test graphs 500/4500 500/613 462/716 500/678
#Nodes Train 32-35 4-25 30-200 30-300
#Nodes Test 32-492 6-620 201-5748 30-5748

GCN 65.9�3.4 75.1�2.2 29.2�8.2 71.9�3.6
GCN-virtual 61.5�1.6 70.4�3.7 41.6�8.0 71.6�4.4
GIN 55.5�4.9 74.0�2.7 43.0�8.3 67.8�4.3
GIN-virtual 54.8�2.7 66.0�7.5 46.7�4.5 72.1�4.3
FactorGCN 51.0�1.3 63.5�4.8 42.3�3.1 55.9�1.6
GGIN 65.2�2.3 62.6�3.6 59.6�4.9 74.2�2.8
PNA 59.6�5.5 71.4�3.4 47.3�6.8 70.1�2.1
TopKPool 52.8�1.0 64.9�3.0 34.6�5.6 69.3�3.6
SAGPool 67.0�1.7 76.2�0.7 54.3�5.0 78.4�1.1
OOD-GNN 67.2�1.8 78.4�0.9 60.3�4.5 80.1�1.0

Our OOD-GNN outperforms the baselines significantly on all graph classifi-
cation benchmarks, indicating its superiority against graph size distribution
shifts. The best result and the second-best result for each dataset are in bold
and underlined, respectively.
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will fail to make correct predictions on larger OOD testing
graphs.

The graph classification results on nine Open Graph
Benchmark (OGB) datasets are shown in Table 5. The data-
sets are split based on the scaffold, i.e., the two-dimensional
structural framework. So the distribution shifts between
training and testing graphs exist on the graph topological
structure and features, leading to a more challenging sce-
nario. None of the baselines is consistently competitive
across all datasets, as opposed to our proposed method.
Notice that adding virtual nodes to GCN or GIN is not a
promising improvement for generalization since it can pro-
vide performance gains on some datasets but fail on the
others. FactorGCN shows poor results, possibly because it
enforces the decomposition of the input graphs into several
independent factor graphs for disentanglement, which is
hard to achieve without sufficient supervision. GGIN is a size
generalization method and also performs poorly on OGB
datasets. PNA is proposed to address the size generalization
problem but still fails under the more complex distribution
shifts. TopKPool selects some local parts of the input graph
and ignores the others. The strongest baseline on molecule
and social datasets, i.e., SAGPool, pools the nodes with self-
attention mechanism. However, the accurate selection for
TopKPool and calculation of attention scores for SAGPool
are easily affected by the spurious correlations on OOD test
graphs and therefore also fail to generalize. In contrast,
OOD-GNN shows a strong capability of out-of-distribution
generalization when the input graphs have complicated
structures, especially for the large-scale real-world graphs.

4.4 Ablation Studies

We perform ablation studies over a number of key compo-
nents of our method to analyze their functionalities more
deeply. Specifically, we compare OOD-GNN with the fol-
lowing two variants: (1) Variant 1: it sets the dimensionality
of random Fourier features to different values. (2) Variant 2:
it removes all the random Fourier features. For simplicity,
we only report the results on one synthetic dataset (i.e., TRI-
ANGLES) and two real-world datasets (i.e., D&D300 and
OGBG-MOLBACE), while the results on other datasets
show similar patterns.

Variant 1 exploits the effect of different dimensions of
random Fourier features. Note that our method adopts ran-
dom Fourier features (see Eq. (4)), which sample from
Gaussian to learn the graph weights and encourage the
independence of representations. It is shown in [61] that if
sampling more random Fourier features (i.e., when Q in
Eq. (4) increases), the learned graph representations will be
more independent. However, there exists a trade-off
between independence and computational efficiency since
the more random Fourier features are sampled, the higher
the computational cost becomes. When the computational
resources are extremely limited, it is also feasible to ran-
domly select part of the dimensions in graph representa-
tions to calculate the dependence. In Fig. 3, the x-axis
represents the dimensionality of random Fourier features
compared to graph representations, e.g., ”2x” indicates Q ¼
2 in Eq. (4), while ”0.2x” means we randomly select 20%
dimensions of graph representations. We observe from
Fig. 3 that as the dimensionality of random Fourier features

Fig. 3. Ablation study results of our method. The blue curves with circle markers show that as dimensionality of random Fourier features increases,
the generalization performance of OOD-GNN improves. The purple markers show that if we remove random Fourier features and only eliminate lin-
ear correlation, the performance drops significantly. The orange markers represent the results of GIN, the graph encoder baseline in our method.

TABLE 5
Results on Nine Open Graph Benchmark (OGB) Datasets

TOX21 BACE BBBP CLINTOX SIDER TOXCAST HIV ESOL FREESOLV

Metric ROC-AUC (") RMSE (#)
GCN 75.3�0.7 79.2�1.4 68.9�1.5 91.3�1.7 59.6�1.8 63.5�0.4 76.1�1.0 1.11�0.03 2.64�0.24
GCN-virtual 77.5�0.9 68.9�7.0 67.8�2.4 88.6�2.1 59.8�1.5 66.7�0.5 76.0�1.2 1.02�0.10 2.19�0.12
GIN 74.9�0.5 73.0�4.0 68.2�1.5 88.1�2.5 57.6�1.4 63.4�0.7 75.6�1.4 1.17�0.06 2.76�0.35
GIN-virtual 77.6�0.6 73.5�5.2 69.7�1.9 84.1�3.8 57.6�1.6 66.1�0.5 77.1�1.5 1.00�0.07 2.15�0.30
FactorGCN 57.8�2.1 70.0�0.6 54.1�1.1 64.2�2.1 53.3�1.7 51.2�0.8 57.1�1.5 3.39�0.15 5.69�0.32
GGIN 52.3�1.1 54.5�0.9 51.8�1.5 52.2�1.1 51.3�1.1 50.7�0.5 51.3�0.9 4.15�0.10 7.34�0.12
PNA 71.5�0.5 77.4�2.1 66.2�1.2 81.2�2.0 59.6�1.1 60.6�0.2 79.1�1.3 0.94�0.02 2.92�0.16
TopKPool 75.6�0.9 76.9�2.4 68.6�1.1 86.9�1.1 60.6�1.5 64.7�0.1 76.7�1.1 1.17�0.03 2.08�0.10
SAGPool 74.7�3.1 76.6�1.0 69.3�2.1 88.7�1.0 61.3�1.3 64.8�0.2 77.7�1.3 1.22�0.05 2.28�0.12
OOD-GNN 78.4�0.8 81.3�1.2 70.1�1.0 91.4�1.3 64.0�1.3 68.7�0.3 79.5�0.9 0.88�0.05 1.81�0.14
We report the ROC-AUC (%) for classification tasks and RMSE for regression tasks with the standard deviation on the test set of all methods. None of the base-
line methods is consistently competitive across all datasets, while our proposed method shows impressive performance. (") means that higher values indicate better
results, and (#) represents the opposite.
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increases, the performance on OOD testing graphs grows
consistently, which demonstrates that eliminating the statis-
tical dependence between different dimensions of the graph
representations will encourage the independence between
relevant and irrelevant representations and lead to better
out-of-distribution generalization ability.

Variant 2 removes all the random Fourier features and
the optimization in Eqs. (6) and (7) will degenerate to linear
cases, i.e., only eliminating linear correlation rather than
encouraging independence between different dimensions of
graph representations. In Fig. 3, this variant is termed as
”no RFF”. We can observe a clear performance drop for this
variant, demonstrating that the complex non-linear depen-
dencies are common in the graph representations. By elimi-
nating non-linear dependence between representations, the
GNNs will be encouraged to learn true connections between
the input graphs and the corresponding labels.

4.5 Training Dynamic

We can observe the convergence of our proposed method
empirically, although Eqs. (6)(7) are iteratively optimized.
In Figs. 4a, 4b, and 4c, we show the weighted prediction
loss in the training process on TRIANGLES, D&D300, and
OGBG-MOLBACE, respectively. The loss converges in no
more than 100 epochs to about 0.67, 0.30, and 0.25 on the
three datasets, respectively. The results on the other data-
sets show similar patterns.

4.6 Weights Distribution

In Figs. 5a, 5b, and 5c, to further investigate the effectiveness of
the graph reweighting,we show the distribution of the learned
graph weights on TRIANGLES, D&D300, and OGBG-MOL-
BACEwhen the training is finished. The results show that our
proposed method learns non-trivial weights, and the weights
distribution is slightly different across different datasets.

4.7 Time Complexity

Our method is not only effective but efficient to learn out-of-
distribution generalized graph representation under com-
plex distribution shifts. The time complexity of our method
is OðjEjdþ jV jd2 þKjBjd2Þ, where jV j, jEj denotes the total
number of nodes and edges in the graphs, d is the
dimensionality of the representation, K is the number of
groups of global weights, and jBj is the batch size. Specifi-
cally, the time complexity of the graph encoder GIN is
OðjEjdþ jV jd2Þ and the optimization of graph weights in
Eq. (7) has OðKjBjd2Þ complexity. As a comparison, the time
complexity of GIN, our backbone GNN, is OðjEjdþ jV jd2Þ,
i.e., our time complexity is on par since d, K, and jBj are
small constants that are unrelated to the dataset size.

Note that the global-local weight estimator plays an
important role in the efficiency. Without this module, the
time complexity for optimizing consistent graph weights on
the whole dataset can reach OðNtrd2Þ, which is related to
the number of training graphs Ntr and intractable for large-
scale real-world graph datasets. Thanks to the global-local
weight estimator, the time complexity reduces to OðKjBjd2Þ
which is comparable with the backbone and will not induce
higher computational costs. For the TRIANGLE dataset, our
method with and without the global-local weight estimator,
take 32 s and 175 s to optimize graph weights in the training
stage, respectively, demonstrating the efficiency of our
global-local weight estimator in practice.

4.8 Number of Parameters

The parameters of our method consist of two parts, i.e., the
graph encoder and graph weights. The former is determined
by the graph encoder GNN architecture, which is GIN in our
setting. The latter is determined by the number of graphs.
Taking the OGBG-MOLBACE dataset for example, the num-
ber of parameters of our method is about 0.9 M if we set the

Fig. 5. The distribution of the learned graph weights after training on three datasets.

Fig. 4. The weighted prediction loss in the training process on three datasets.
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number of message-passing layers as 5 and the dimensional-
ity of the representations as 300. Notice that our method has
comparable or fewer parameters than the baselines. For the
OGBG-MOLBACE dataset with the same hyper-parameter
settings, GIN and PNA (two baselines in the experiments)
have 0.9M and 6.0Mparameters, respectively. Nevertheless,
our method achieves impressive out-of-distribution general-
ization performance against the baselines.

4.9 Hyper-Parameter Sensitivity

We investigate the sensitivity of hyper-parameters of our
method, including the number of message-passing layers in
the graph encoder, the dimensionality of the representations
d, the size of global weights, and themomentum coefficient g
in updating global weights. For simplicity, we only report
the results on TRIANGLES (see Fig. 6), D&D300 (see Fig. 7),
and OGBG-MOLBACE (see Fig. 8), while the results on other
datasets show similar patterns. From Figs. 6, 7, and 8, we
observe that the performance relies on an appropriate choice
of the number of message-passing layers of the graph
encoder. Since the task of counting triangles is relatively sim-
ple, the graph encoder with two message-passing layers is
good enough on TRIANGLES, while five layers are needed
to achieve the best performance on OGBG-MOLBACE.
When the number of layers of graph encoder is small, the
model has limited capacity and may not be able to fuse
enough information from neighbors. On the other hand, a
very large number of layers could lead to the over-smoothing
problem [71]. Besides, the optimal dimensionality of the

representations d for TRIANGLES is relatively smaller than
that for D&D300 andOGBG-MOLBACE.

In addition, as the size of global weights increases, the
performance is improved. The global representations and
weights can help to learn consistent graph sample weights
on the whole dataset and therefore improve the generaliza-
tion ability of the model.

Finally, we find that the momentum coefficient g also
has a slight influence on the performance. A large g will
make the update of global representations and weights
slower, and a small one will accelerate the update, corre-
sponding to emphasizing long-term and short-term
memory, respectively.

5 CONCLUSION

In this paper, we propose a novel out-of-distribution gener-
alized graph neural network (OOD-GNN) to solve the
problem of generalization of GNNs under complex and het-
erogeneous distribution shifts. We propose a nonlinear
graph representation decorrelation method by utilizing ran-
dom Fourier features and sample reweighting, so that the
learned representations of OOD-GNN are encouraged to
eliminate the statistical dependence between the representa-
tions. We further present a scalable global-local weight esti-
mator, which can learn graph weights for the whole dataset
consistently and efficiently. Extensive experiments on both
synthetic and real-world datasets demonstrate the superior-
ity of our method against state-of-the-art baselines for out-
of-distribution generalization.

Fig. 6. The analyses of different hyper-parameters on TRIANGLES dataset.

Fig. 7. The analyses of different hyper-parameters on D&D300 dataset.

Fig. 8. The analyses of different hyper-parameters on OGBG-MOLBACE dataset.
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