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ØMotivation
l Graph structured data is ubiquitous in the real world.
l GNNs have shown profound successes in graph representation learning.
l Most GNNs perform well when testing and training data come from identical distribution.
l However, in real world, the testing distribution may suffer unobserved or uncontrolled 

shifts (out-of-distribution) compared with the training distribution.

l Most GNNs do not consider the out-of-distribution generalization ability, so that their 
performances can drop substantially on out-of-distribution testing graphs. 
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ØMethod
l We propose a Graph Invariant Learning model (GIL) for Graph OOD generalization.
l 1) Invariant Subgraph Identification: a GNN-based subgraph generator identifies 

potentially invariant subgraphs for the input graphs.
l 2) Environment Inference: infer environment labels by clustering the environment-

discriminative features of variant subgraphs.
l 3) Invariant Learning: optimize the maximal invariant subgraph generator criterion given 

the identified invariant subgraphs and inferred environments to generate representations.

Ø Theoretical Analysis
l OOD generalization on graphs → finding a maximal invariant subgraph generator

l Our method satisfies permutation invariance 

Ø Experiment
l Best OOD classification performance

l The learned invariant subgraphs are accurate

l Deeper Analysis of Environment Inference

The environment inference 
and invariant learning can 
mutually promote each other.

The inferred environment is
also accurate.

Precision@5 of discovering the ground-
truth invariant subgraphs on SP-Motif.

Showcases on synthetic SP-Motif. Showcases on real-world Graph-SST2.


